
Prototype Augmented Hypernetworks for
Continual LearningAAPP HH

TLDR: PAH trains one hypernet that turns learnable class prototypes into task head parameters on the fly, achieving SOTA continual learning without storing per-task heads.
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1 Freeze the current model before task k
starts to use as a reference for old skills.

4 Train on task k with cross-entropy and a
distillation loss to stay close to the frozen
model.

2 Create a learnable prototype for each
new class and join them into a single
vector embedding that represents the task.

3 Pass the embedding through the
hypernet to generate the task’s classifier
head weights on the fly; no heads stored.

5 Adjust earlier prototypes so they still match the feature space.
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Avoid forgetting by forcing the model
to perform well in previous tasks

Cross-entropy loss over the real input images to enforce
correct classification in new task

[2] 

Neil De La Fuente*, Maria Pilligua*, Daniel Vidal, Albin Soutif, Cecilia Curreli, Daniel Cremers, Andrey Barsky

Methodology

Ablations

Results

Continual Task Learning

Contributions

Summary

From this: To this:

In real-world scenarios, tasks often arrive sequentially. Neural
networks often forget previous tasks when learning new ones leading
to catastrophic forgetting.

To learn a new task k: 

Prototypes: small, learnable
feature maps (e.g. 10×10
tensors) that summarize the
key visual characteristics of
each class within a task.

Hypernetworks: No need of storing k classifier heads for k task.
Just learn a single unified hypernet that generates the classifier
head parameters on demand.

We adress catastrophic forgetting introducing: 

PAH reduces catastrophic forgetting by training one hypernetwork that
receives a small set of learnable task prototypes and produces the task’s
classifier weights on the fly. PAH outperforms replay, regularization, and
earlier hypernetwork baselines without storing task heads or replay
data. PAH opens a clear path towards scalable and forgetting-free
Continual Learning.
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Losses

Align prototypes to evolving
backbone and hypernet

PAH showcases an increase in average accuracy
thanks to an incredibly low forgetting measure
between tasks.prototype

task images

new task
image

new task
image

N task heads

one task
headLWF [1]

Airplane
Guitar

Cat
Train

Airplane
Guitar

Cat
Train

Airplane
Guitar

Cat
Train

Airplane
Guitar

Cat
Train

PAH

Accuracy

Forgetting

5x5

73.72

1.89

16x16

73.52

1.76

20x20

71.95

2.66
Accuracy

Forgetting

74.46
1.71

72.54

2.32

Random

References
[1] Li, Z., & Hoiem, D. (2017). Learning without forgetting. IEEE transactions on pattern analysis and machine intelligence, 40(12), 2935-2947.
[2] Von Oswald, J., Henning, C., Grewe, B. F., & Sacramento, J. (2019). Continual learning with hypernetworks. arXiv preprint
arXiv:1906.00695.


